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This study illustrates an integrative psychometric framework to investigate two sources of construct-relevant multidimensionality in answers to the Self-Perception Profile for Children (SPPC). Using a sample of 2,353 German students attending Grades 3 to 6, we contrasted: (a) first-order versus hierarchical and bifactor models to investigate construct-relevant multidimensionality related to the hierarchical nature of multidimensional self-conceptions and (b) confirmatory factor analyses (CFA) and exploratory structural equation models (ESEM) to investigate construct-relevant multidimensionality related to the assessment of conceptually related constructs. The bifactor-ESEM solution provided the best fit, suggesting the presence of both sources of construct-relevant psychometric multidimensionality. The results supported measurement invariance of the SPPC across gender and grade level and showed latent mean differences mostly supporting results from previous research.
The Self-Perception Profile for Children (SPPC; Harter, 1985) is one of the most popular measures of preadolescents’ multidimensional self-concepts. The SPPC belongs to a series of Self-Perception Profiles (SPP) designed to assess multidimensional self-concepts in different age groups, which also includes the Self-Perception Profile for Adolescents (SPPA; Harter, 1988) and the Adult Self-Perception Profile (ASPP, Messer & Harter, 1986). The original English SPPC integrates five scales for assessing domain-specific self-concepts related to scholastic competence, peer acceptance, physical appearance, athletic competence, and behavioral conduct, in addition to a scale assessing students’ global self-concept. The SPPC has been extensively cross-culturally validated in multiple languages: Finnish (Miller, 2000), French (Boivin, Vitaro, & Gagnon, 1992), German (Asendorpf & van Aken, 1993), Chinese (Chan, 2002), and Dutch (Muris, Meesters, & Fijen, 2003). However, despite several studies on the psychometric properties of the SPPC based on exploratory (EFA) and confirmatory factor analyses (CFA), the SPPC’s structure remains unclear, and the optimal way to model the global self-concept scale remains an open question. These issues will be further focused in the present study by applying and comparing alternative modeling approaches.

The Internal Structure of the SPPC

EFA studies have provided some support to the a priori five-factor structure for the domain-specific self-concept facets of the SPPC (e.g., Miller, 2000). However, these studies have tended to demonstrate substantial cross-loadings between items and non-target factors. Research has shown this to be the case for the items designed to measure the scholastic competence and behavioral conduct factors (Stewart, Roberts, & Kim, 2010), the physical appearance and peer acceptance factors (Chan, 2002; Stewart et al., 2010), and the behavioral conduct and athletic competence factors (Miller, 2000). CFA investigations of the SPPC and of other SPP-derived instruments (e.g., the Physical Self-Perception Profile, PSPP; Fox & Corbin, 1989) generally report correlations among the self-concept factors that are so high as to call into question their discriminant validity (Boivin et al., 1992; Cole et al., 2001; Maiano et al., 2008; Stewart et al., 2010).

In order to explain these apparently surprising results (e.g., EFA cross-loadings, high CFA correlations, and even low goodness of fit for CFA solutions), the idiosyncratic response scale used in the SPPC (and other SPP-based instruments) has often been invoked. The SPPC and other SPP-based instruments include a structured alternative response format according to which each item encompasses two opposite statements (e.g., “Some kids
often forget what they learn. But other kids can remember things easily”). One statement reflects a high level of self-concept (scholastic competence self-concept in this example) while the other one reflects a low level of self-concept. In a first step, the students are asked to choose the statement that best describes themselves. In a second step, they have to indicate whether this statement is “really true” or “sort of true” for them. This response format was originally established to prevent social desirability when answering the self-concept items. However, it has been criticized as being too complex and difficult to understand, to be associated with substantial method effects, and has generally been used to explain the previously described unexpected results in relation to the SPPC factor structure (Eiser, Eiser, & Havermanns, 1995; Marsh & McDonald Holmes, 1990; Marsh, Richards, Johnson, Roche, & Tremayne, 1994; Wichstrøm, 1995; Wylie, 1989). These criticisms have even led to the development of alternative versions of the SPPC relying on Likert-type response scales (Graziano, Jensen-Campbell, & Finch, 1997; Graziano & Ward, 1992).

There is, however, evidence that the problems associated with the SPP-based instruments do not exclusively originate from the idiosyncratic response scale. Wichstrøm (1995) compared the original SPPA with a revised version using a Likert-type response scale. Although EFA cross-loadings were reduced in the revised version, they still remained high. Similar conclusions came from studies using SPP-based physical self-concept instruments (e.g., Fox & Corbin, 1989; Maiano et al., 2008; Morin & Maiano, 2011), showing that EFA cross-loadings and CFA factor correlations tended to remain high irrespective of the type of response scale. Still, when EFA cross-loadings are examined, many appear to be theoretically meaningful given that self-concept is assumed to be a multidimensional construct consisting of separate facets sharing some level of conceptual overlap.

Methodologically, the existence of cross-loadings challenges the independent cluster model (ICM) assumption of CFA (McDonald, 1985), which assumes that each item loads only on a single factor, without cross-loadings. If true cross-loadings are forced to be zero, the only way for them to be expressed is through inflated factor correlations. Indeed, simulation studies revealed that EFA tends to produce more exact estimates of the true population correlations and to remain unbiased even when the true population model meets ICM-CFA assumptions (i.e., includes no cross-loading; for a review, see Asparouhov, Muthén, & Morin, 2015). Research also shows that even when the ICM-CFA model provides a satisfactory fit to the data, factor correlations will be at least somewhat inflated unless all cross-loadings are close to zero in the true population model (Marsh, Liem, Martin, Morin, & Nagengast, 2011; Marsh, Nagengast, et al., 2011). Studies based on simulated data show that constraining cross-loadings with a population value as low as .100 was sufficient to induce biased estimates of factor correlations (Asparouhov et al., 2015; Marsh, Lüdtke, Nagengast, Morin, & Von
These observations should not be taken as a justification for test developers to stop trying to create items that provide a “pure” reflection of a single construct or to mean that unexpectedly large cross-loadings should be accepted without questioning the relative value of the item. Rather, following Morin, Arens, and Marsh (2016), we argue that the aspiration to develop strong questionnaire items needs to coexist with a realistic approach to model estimation that considers the fallible nature of typical psychometric items.

These observations suggest that ICM assumptions may be too restrictive for the SPPC and may be responsible for some observations previously attributed to the SPPC response scale. Importantly, these observations argue in favor of EFA models incorporating cross-loadings as providing a more realistic measurement model for the SPPC. Unfortunately, EFA has been outshined by the methodological advances associated with CFA and its integration into the structural equation modeling (SEM) framework (e.g., modeling of latent constructs adjusted for measurement error, goodness of fit evaluation, and invariance testing). Furthermore, EFA has suffered from the erroneous assumption that it was unsuited to confirmatory studies of a priori hypotheses whereas ICM-CFA was more naturally suited to confirmatory tests of the appropriateness of theoretically driven models. As noted by Morin, Marsh, and Nagengast (2013), the only “critical difference between EFA and CFA is that all cross-loadings are freely estimated in EFA” but that “statistically, nothing precludes the use of EFA for confirmatory purposes” (p. 396).

Asparouhov and Muthén (2009) recently proposed exploratory structural equation modeling (ESEM; e.g., Marsh et al., 2009; Morin et al., 2013) as a new overarching framework incorporating EFA, CFA, and SEM. Furthermore, with target rotation, it becomes possible to specify a priori hypotheses regarding the expected factor structure, reinforcing the possibility to use ESEM for confirmatory purposes (Browne, 2001; Morin et al., 2013). With ESEM, cross-loadings between EFA factors can thus be specified based on a priori assumptions. These factors can then be included in tests of invariance or prediction. These characteristics make ESEM a more flexible approach than ICM-CFA and one that is more naturally suited to multidimensional constructs (e.g., Marsh et al., 2009; Marsh, Nagengast, et al., 2011; Marsh, Nagengast, & Morin, 2012). Applying ESEM to the SPP-based Physical Self-Inventory (PSI), which relies on a Likert-type response scale, Morin and Mañano (2011) showed that ESEM provided an improved representation of the data relative to ICM-CFA and evidenced multiple substantively meaningful cross-loadings and substantially reduced factor correlations. Arens and Morin (2016) reached similar conclusions in an ESEM analysis of responses to the SPPC obtained when using the original structured alternative response scale. These studies thus suggest that ESEM provides a viable alternative for SPP-based instruments, irrespective of the response scale that is used. Thus, the elevated CFA correlations that often
characterize the SPPC may be related to the need to rely on models providing a way to account for the cross-loadings present between the conceptually related subscales forming this instrument. In addition to providing a further test of the appropriateness of an ESEM representation of SPPC responses, the present study extends previous research by an investigation of the nature and appropriate depiction of the global self-concept scale.

The Nature of Global Self-Concept

The SPPC includes five domain-specific and one global self-concept (GSC) scales. The majority of studies conducted to investigate the factor structure of the SPPC have excluded the GSC scale from the analyses (Chan, 2002; Eiser et al., 1995; Miller, 2000; Muris et al., 2003; Shevlin, Adamson, & Collins, 2003). This decision was justified by Harter’s (1985) argument that the GSC scale is qualitatively different from the multiple domain-specific self-concept scales and unlikely to “systematically emerge as a distinct factor” (p. 18). Many studies rather used the GSC scale as a dependent variable predicted by the domain-specific scales (Chan, 2002; Harter, 1999; Muldoon, 2000). However, excluding the GSC scale only provides a partial picture of the factor structure of the full instrument as it is used and administered in practice.

The GSC scale assesses children’s overarching self-conceptions across multiple domains. Originally, GSC was conceptualized to encompass “affective” self-evaluations, while domain-specific self-concepts were assumed to reflect “cognitive” self-descriptions (Baumeister, Campbell, Krueger, & Vohs, 2003; Rosenberg, 1979). However, this assumption has been rejected in later empirical studies and theoretical conceptualizations (Marsh, 2007; Marsh & Hattie, 1996; Shavelson, Hubner, & Stanton, 1976), leading to the current view that both GSC and domain-specific self-concepts encompass affective as well as cognitive components that simply differ in their level of generality, suggesting alternative representations of the GSC scale.

In the first and simplest representation, GSC is assumed to form a separate domain located at the same level of specificity as the domain-specific factors. Thus, independently from their self-concepts in specific domains, individuals are assumed to make separate judgments of their GSC (e.g., Rosenberg, 1965). This representation calls for simple ICM-CFA or ESEM models where all domain-specific self-concept factors as well as the GSC factor are included as correlated first-order factors.

Alternatively, GSC has often been conceptualized as a hierarchically superordinate construct relative to domain-specific self-concepts. In Shavelson et al.’s (1976) model, GSC was presumed to be located at the apex of the self-concept hierarchy, with domain-specific self-concept facets located at the lower levels. Methodologically, this hierarchically ordered structure suggests a higher-order model in which GSC is defined by
domain-specific self-concepts facets. Studies based on the German (Asendorpf & van Aken, 1993), Dutch (Muris et al., 2003), and English (Shevlin et al., 2003) SPPCs supported this representation. However, these studies only estimated the higher-order factor using the domain-specific SPPC subscales as first-order factors without including the items designed to directly assess GSC, thus leaving out a significant part of the instrument.

Bifactor models (Chen, West, & Sousa, 2006; Reise, Moore, & Haviland, 2010) provide another potential representation of the SPPC. In bifactor models, all items are assumed to simultaneously load on a global factor (G-factor) pertaining to all items forming the instrument and on specific factors (S-factors) representing each of the a priori subscales of the instrument. In CFA-based bifactor models, the items’ loadings on the G-factor and on one of the S-factors are freely estimated while their cross-loadings on the other S-factors are constrained to be zero. In bifactor models, factors are usually set to be orthogonal (i.e., the correlations between the S-factors and between the S-factors and the G-factor are all constrained to be zero) to facilitate interpretations. An orthogonal bifactor model thus partitions the total covariance among the items into a G-factor underlying all items and multiple S-factors explaining the residual covariance not explained by the G-factor. Given their greater flexibility, bifactor models usually present a greater degree of fit to the data than hierarchical models.1 In these models, if GSC does in fact constitute an overarching construct encompassing domain-specific self-concepts, a well-defined G-factor should emerge from answers provided to all SPPC items.

Bifactor models are well established in research on the structure of intelligence (Gignac & Watkins, 2013) and personality (Chen, Hayes, Carver, Laurenceau, & Zhang, 2012) and have recently been successfully applied to other constructs such as quality of life (Reise, Morizot, & Hays, 2007), attention disorders (Morin, Tran, & Caci, 2016), or internalizing disorders (Gignac, Palmer, & Stough, 2007) but have yet to be systematically applied to SPP-based multidimensional self-concept measures. Brunner, Lüdtke, and Trautwein (2008) used a bifactor representation to investigate the factor structure of a set of academic self-concept items available in the German extension of the Programme for International Student Assessment (PISA; Organisation for Economic Co-operation and Development [OECD], 2001). Their results, which supported a bifactor representation, have been replicated among 26 countries from the PISA 2000 study (Brunner, Keller, Hornung, Reichert, & Martin, 2009) as well as using a more extensive set of academic self-concept facets (Brunner et al., 2010). More recently, Morin, Arens, et al. (2016) provided evidence supporting a bifactor representation of the more extensive Self-Description Questionnaire I (SDQ I). These studies suggest that bifactor models might provide valuable insights into the structure of multidimensional self-conceptions.
A key issue that needs to be considered when implementing a bifactor representation of multidimensional self-concept ratings is how to model the GSC items. In Brunner et al.’s (2008, 2009, 2010) studies, global academic self-concept items were only allowed to define the G-factor and not associated with a S-factor of their own. However, as noted by Morin, Arens, et al. (2016), the alternative approach through which GSC items are used to define a G-factor as well as a S-factor provides a direct test of whether the GSC items retain residual specificity over and above the G-factor. GSC items aim to reflect overarching self-conceptions across various domains. However, the SPPC only directly assesses five specific domains (scholastic competence, peer acceptance, physical appearance, athletic competence, and behavioral conduct), leaving out many potentially important ones (e.g., familial, spiritual, artistic; Marsh, 2007; Shavelson et al., 1976; Vispoel, 1995). Including a S-factor based on the GSC items provides a test of whether these items retain any meaningful specificity over and above the content already covered in the other SPPC items. Should this GSC S-factor prove to be meaningful, its inclusion in the model provides a direct way to represent omitted self-concept domains (Morin, Arens, et al., 2016). Otherwise, failure of this S-factor to retain any specificity would confirm that the self-concept facets included in the SPPC provide a parsimonious coverage of the domains most relevant to children’s global self-conceptions.

Construct-Relevant Psychometric Multidimensionality

So far, we have outlined two psychometric issues in need of more systematic investigation in research on the SPPC, namely, the need to clarify its internal factor structure and the nature of the GSC scale. These issues reflect construct-relevant psychometric multidimensionality, which refers to the possibility that items may be related to more than one content domain (i.e., with more than one source of true score variance; see Morin, Arens, et al., 2016).² It is important to differentiate psychometric multidimensionality from substantive multidimensionality, with the later referring to instruments (e.g., the SPPC) in which separate sets of items are used to assess multiple dimensions. In the SPPC, two sources of construct-relevant psychometric multidimensionality are likely to be present due to (a) the hierarchical nature of the instrument where all items are expected to present a significant level of association with their own subscales (e.g., peer acceptance) as well as with the hierarchically superior GSC construct and (b) the fallible nature of indicators, as the items assess conceptually related self-concept domains (e.g., athletic competence and physical appearance). Whereas the first source of construct-relevant multidimensionality calls for a hierarchical or bifactor model, the second source calls for an ESEM representation. It has only recently become possible to combine these models. The ESEM-within-CFA method (Marsh, Nagengast, et al., 2011; Morin et al., 2013) allows
for a specific ESEM solution to be reexpressed using CFA, enabling tests of hierarchical models where the first-order structure corresponds to the initial ESEM solution. Bifactor-ESEM estimation has been recently made possible with the development of bifactor rotations (Jennrich & Bentler, 2011; Reise, Moore, & Maydeu-Olivares, 2011).

Statistical research has shown that these alternative models are quite efficient at absorbing unmodeled sources of construct-relevant psychometric multidimensionality. For this reason, whenever a measure is expected to include both sources of construct-relevant psychometric multidimensionality, it becomes critical to embark on a rigorous comparison of these different solutions. Unmodeled cross-loadings tend to result in inflated estimates of factor correlations in CFA or of the global factor in bifactor-CFA, whereas an unmodeled global factor tends to result in inflated cross-loadings in EFA/ESEM or inflated factor correlations in CFA (e.g., Asparouhov et al., 2015; Morin, Arens, et al., 2016; Murray & Johnson, 2013). Morin, Arens, et al. (2016) provide a vivid illustration of this phenomenon, showing that goodness-of-fit assessment is not sufficient to recover the underlying population-generating model but needs to be accompanied by a complete examination of the parameter estimates generated by these alternative models. They recommend starting this process by a comparison of ESEM and CFA. An ESEM representation should be retained when it results in well-defined factors and reduced factor correlations. The second criterion is particularly important to consider given the observation that unmodeled cross-loadings tend to result in inflated CFA factor correlations (see Asparouhov et al., 2015). The ESEM representation then needs to be contrasted with a bifactor-ESEM representation whenever there are reasons to expect the presence of an overarching global factor. In this solution, observing a well-defined G-factor coupled with slightly reduced cross-loadings would argue in favor of a bifactor-ESEM representation. The second criterion is aligned with the observation that an unmodeled G-factor is likely to result in inflated cross-loadings (Morin, Arens, et al., 2016).

**Gender and Grade-Level Differences**

Studies exploring gender differences in multidimensional self-concepts based on the SPPC (e.g., Eiser et al., 1995; Muldoon, 2000) or other instruments (Kling, Hyde, Showers, & Buswell, 1999; Marsh, 1989; Wigfield, Eccles, Maclver, Reuman, & Midgley, 1991) generally revealed stereotypical gender differences showing that boys tend to present higher levels of athletic competence, physical appearance, math self-concepts, and GSC relative to girls, whereas girls tend to display higher levels of self-concept in the verbal and behavioral conduct areas. Only a few studies have examined age- or grade-related differences in the mean levels of self-concept facets using the SPPC. Whereas Muldoon (2000) reported decreasing levels for some of
the SPPC self-concept facets between the age of 8 and 11 years, Eiser et al. (1995) did not find any mean level differences on any of the SPPC self-concept facets between grade levels seven and eight. Other studies based on alternative self-concept measures have shown that secondary school students tend to present lower levels of academic self-concept, peer-related self-concept, and GSC relative to elementary school students (Cantin & Boivin, 2004; Eccles et al., 1989; Marsh, 1989; Wigfield et al., 1991).

The investigation of mean-level differences in self-concept facets as a function of age or grade level should go along with the examination of gender differences as boys and girls tend to react differently to the multiple biopsychosocial transformations that mark their early adolescence and secondary school years. With respect to academic and physical competence self-concepts, previous research has documented that adolescents seem to present lower levels relative to children and that this difference appears to be similar in magnitude for boys and girls (Cole et al., 2001; Jacobs, Lanza, Osgood, Eccles, & Wigfield, 2002). Similarly, research has demonstrated lower levels of GSC among adolescents relative to children, with some studies showing this difference to be similar for boys and girls (Huang, 2010; Rhodes, Roffman, Reddy, & Fredriksen, 2004; Seidman, Allen, Aber, Mitchell, & Feinman, 1994; Steiger, Allemand, Robins, & Fend, 2014), whereas other suggest that it might be more pronounced for girls (Diseth, Meland, & Breidablik, 2014; Robins & Trzesniewski, 2005; Zimmerman, Copeland, Shope, & Dielman, 1997). Finally, additional studies show that adolescents tend to present slightly lower levels of physical appearance self-concept relative to children, a difference that appears particularly marked among girls relative to boys (e.g., Eisenberg, Neumark-Sztainer, & Paxton, 2006; Frisén, Lunde, & Berg, 2015; Lunde, Frisén, & Hwang, 2007; Morin, Maíano, Marsh, Janosz, & Nagengast, 2011).

The Present Study

We noted that two sources of construct-relevant psychometric multidimensionality are expected to be present in answers provided to the SPPC given that SPPC items are likely to display meaningful associations with multiple (hierarchically superior or conceptually related) self-concept facets. In this study, we contrast alternative representations (ICM-CFA, hierarchical-CFA, bifactor-CFA, ESEM, hierarchical-ESEM, bifactor-ESEM) of responses to the SPPC to disentangle these two sources of construct-relevant psychometric multidimensionality. In addition to these methodological considerations, this study aims to test mean level differences in the SPPC self-concept factors across subgroups of students formed on the basis of gender, grade level, and combinations of gender and grade level. Examination of meaningful gender and grade-level differences in self-concept levels should be conditional on the a priori demonstration of the psychometric
equivalence (or invariance) of the measurement model (configural invariance, weak invariance of the factor loadings, strong invariance of the factor loadings and item intercepts, and strict invariance of the factor loadings, item intercepts, and item uniquenesses; Millsap, 2011).

Method

Sample

The sample includes 2,353 German students ($M_{\text{age}} = 10.73$ years; $SD_{\text{age}} = 1.268$) from the German federal state of Lower Saxony, attending Grade 3 to 6 (Grade 3: $N = 324$; Grade 4: $N = 356$; Grade 5: $N = 793$; Grade 6: $N = 880$). The total sample ($N = 1,158$ boys: 49.21%) as well as the subsamples specific to various grade levels (Grade 3: 159 boys, 165 girls; Grade 4: 170 boys, 186 girls; Grade 5: 389 boys, 404 girls; Grade 6: 440 boys, 440 girls) were equally distributed across gender. In Germany, students of Grades 3 and 4 attend elementary school ($N = 680$) where students of all ability levels are taught together. Commonly starting in Grade 5, students are allocated to different secondary school achievement tracks depending on their accomplishments in elementary school. The subsamples attending Grades 5 and 6 ($N = 1,673$) include students of all achievement tracks: Grade 5: academic track: $N = 365$; intermediate track: $N = 75$; low achievement track: $N = 48$; comprehensive (i.e., mixed-ability) track: $N = 305$; Grade 6: academic track: $N = 296$; intermediate track: $N = 195$; low achievement track: $N = 91$; comprehensive track: $N = 298$. Only students with parental consent were included. Before the students completed the self-concept measures, they were advised of the voluntary and anonymous nature of participation. The instruments were administered during regular school lessons by the first author or a trained research assistant following standardized administration guidelines. To circumvent confounding effects of reading ability, the items were read aloud.

SPPC

The German version of the SPPC (Asendorpf & van Aken, 1993) was used in this study. This instrument includes scales for measuring GSC (example item: “Some kids are very happy being the way they are, but other kids wish they were different”; $\alpha = .828$; see Supplementary Table S1 in the online version of the journal for all items) as well as four domain-specific self-concepts: scholastic competence (example item: “Some kids feel that they are very good at their schoolwork, but other kids worry about whether they can do the schoolwork assigned to them”; $\alpha = .798$), peer acceptance (example item: “Some kids have a lot of friends, but other kids don’t have very many friends”; $\alpha = .818$), athletic competence (example item: “Some kids wish they could be a lot better at sports, but other kids feel they are...
good enough at sports’’; $\alpha = .787$), and physical appearance (example item: “Some kids are happy with the way they look, but other kids are not happy with the way they look’’; $\alpha = .831$). The subscale related to children’s self-concept in the behavioral conduct domain was discarded from the German instrument as the authors (i.e., Asendorpf & van Aken, 1993) assumed the items of this scale to be judgmental in nature. Further, low reliability estimates have been reported for this SPPA subscale (Harter, 1988; Trent, Russell, & Cooney, 1994). Each scale consists of six items rated on the structured alternative response format described previously.

**Analyses**

Analyses were conducted with the robust maximum likelihood (MLR) estimator available in Mplus 7.0 (Muthén & Muthén, 2012), which provides standard errors and fit indices that are robust to the Likert nature of the items and to non-normality. The small amount of missing data ($M = 1.99\%$) was handled with full information maximum likelihood (FIML) estimation (Enders, 2010), as implemented in Mplus in conjunction with the MLR estimator (Muthén & Muthén, 2012).

We contrasted ICM-CFA, hierarchical-CFA (H-CFA), bifactor-CFA (B-CFA), ESEM, hierarchical ESEM (H-ESEM), and bifactor-ESEM (B-ESEM) representations of answers provided to the SPPC. The ICM-CFA model included five first-order factors representing the SPPC subscales (scholastic competence, peer acceptance, athletic competence, physical appearance, and GSC). Each item was associated with the factor it was assumed to measure, and no cross-loadings were allowed. In the H-CFA model, these five factors were specified as indicators of a single higher-order factor. In the B-CFA model, all items were simultaneously used to define one G-factor as well as five S-factors corresponding to the a priori SPPC scales. All factors were specified as orthogonal (Chen et al., 2006; Reise, 2012). The same series of models (i.e., first-order, hierarchical, bifactor) was then estimated using ESEM rather than CFA. These ESEM models were estimated in a confirmatory manner using target rotation (Browne, 2001) by “targeting” all cross-loadings to be as close to zero as possible while freely estimating the main loadings. The first-order ESEM model was estimated using oblique target rotation in which the main loadings were specified as in ICM-CFA. A H-ESEM model was derived from this model using ESEM-within-CFA (Morin et al., 2013). Finally, a B-ESEM model was estimated using orthogonal bifactor target rotation (Reise, 2012; Reise et al., 2011). In this model, all items contributed to define the G-factor as well as the five S-factors. These S-factors were specified using the same pattern of target and non-target factor loadings as in the first-order ESEM model. Figure 1 presents a graphical representation of this model.

It is important to note that the interpretation of the G- and S-factors is slightly different from that of first-order factors. First-order (CFA or ESEM)
Factors simply reflect the covariance shared among a subset of items. In bifactor (CFA or ESEM) models, the G-factor reflects the covariance that is shared among all items included in the instrument, whereas the S-factors reflect the covariance shared among a subset of items but partialed out from the covariance that this set of items shares with the other sets of items (which is absorbed by the G-factor). For example, a first-order athletic competence factor will reflect the extent to which respondents feel good about themselves in the athletic area, but these ratings will also be tainted by the extent to which they feel good about themselves in general. A bifactor athletic competence S-factor will provide a purer measure of self-conceptions in the athletic domain net of global self-conceptions that participants have about themselves across domains.

To systematically test the added value of the GSC S-factor, we estimated alternative B-CFA and B-ESEM models excluding this S-factor, in which the GSC items therefore were only allowed to present main loadings on the G-factor. Within the ESEM framework where all items are allowed to be correlated with all factors, this model has identical covariance implications than, and is thus equivalent to, the first-order ESEM model since both models estimate a total of five factors (five first-order factors in the first-order ESEM model vs. one G-factor and four S-factors in this alternative B-ESEM) on which each
item is allowed to load (Hershberger, & Marcoulides, 2013; MacCallum, Wegener, Uchino, & Fabrigar, 1993). This model will always provide a fit to the data that is identical to the first-order ESEM model. Thus, relative to the complete B-ESEM model, a substantial decrease in fit associated with this alternative model would support the need to retain a GSC S-factor.3

For assessing model fit, we consider several commonly accepted goodness-of-fit indices with their respective interpretation guidelines (e.g., Hu & Bentler, 1998; Marsh, Hau, & Wen, 2004): the Comparative Fit Index (CFI), the Tucker-Lewis Index (TLI), and the root mean square error of approximation (RMSEA) with its confidence interval. Values greater than .90 and .95 for both the CFI and TLI are considered to be, respectively, indicative of adequate and excellent fit to the data. With regard to the RMSEA, values smaller than .08 or .06 support, respectively, acceptable and excellent model fit. For comparing the fit between the alternative representations of the SPPC, we consider the differences between the models. Since all models are nested within one another, they can be compared with the robust chi-square difference test (Satorra & Bentler, 1999). However, similar to the chi-square test of exact fit, chi-square difference tests are known to be sensitive to sample size and minor model misspecification (Marsh et al., 2004). Thus, we rely on the recommendations proposed by Cheung and Rensvold (2002) and Chen (2007) according to which nested models can be seen as equivalent as long as the CFI and TLI do not decrease more than .01 and as long as the RMSEA does not increase by more than .015. However, the cut-off values for model evaluation and model comparison only remain rough guidelines that should be complemented by an examination of parameters estimates, statistical conformity, and theoretical adequacy (Marsh et al., 2004).

Measurement invariance across subgroups formed on the basis of gender and grade level (elementary school boys, secondary school boys, elementary school girls, and secondary school girls) of the model retained as providing the best representation of answers to the SPPC was then investigated (Millsap, 2011). We started with a model of configural invariance, where the same number of factors with the same pattern of associations between items and factors was specified in all groups. In this model, all latent variances are constrained to one, and all factor means are constrained to be zero for identification purposes. Then, a model of weak invariance was estimated by constraining the factor loadings to be invariant across groups, which allowed the factor variances to be freely estimated in all groups save the first one (i.e., elementary school boys). The invariance of factor loadings is seen as the prerequisite for all further invariance models (Millsap, 2011). In a model of strong measurement invariance, both the factor loadings and the item intercepts were constrained to equality across groups. Strong measurement invariance is essential to meaningful comparisons of latent means (Millsap, 2011). Constraining the item intercepts to invariance allowed for the free estimation of the latent means in all groups save the first one.
Then, a model of strict measurement invariance was estimated based on the specification of equal factor loadings, item intercepts, and item uniquenesses across groups. This step is essential to group-based comparisons based on factor scores or scale scores but not as important in studies based on latent variables (Millsap, 2011). However, this step provides important insights into group differences in measurement error (reliability).

Subsequent to these tests of measurement invariance, we turned to substantive group-based comparisons. Building on the preceding models, we tested the invariance of the latent variances and covariances. Substantively, this step tests whether the variability (i.e., variances) of the constructs is similar across subgroups and whether the structural relations among the factors (i.e., covariances) are the same across subgroups. In line with typical bifactor assumptions of orthogonality (e.g., Chen et al., 2006; Reise, 2012), the invariance of the factor covariances cannot be verified in a B-CFA model. However, the orthogonality of a B-ESEM solution is a function of the specific rotation procedure that is retained. Given that invariance constraints are imposed on the unrotated solution (before orthogonality is imposed), invariance of the latent covariances can still be tested with B-ESEM. Although the added value of this test is debatable given the orthogonality of the final rotated solution that is retained for interpretation in all groups. However, it is part of the specificities of ESEM/B-ESEM that invariance constraints need to be simultaneously imposed on the factor variances and covariances, making it essential to constrain the unrotated covariances to equality to be able to test for the invariance of the latent variances. We finally conducted models of complete invariance with factor means additionally restricted to be equal across groups. The models forming this invariance sequence are nested and can be compared with one another. Similar to the approach of model comparison described previously, changes in goodness-of-fit indices between a model and the previous one can be seen to support measurement invariance when $\Delta \text{CFI}/\Delta \text{TLI} \leq .01$ and $\Delta \text{RMSEA} \leq .015$ (Chen, 2007; Cheung & Rensvold, 2002).

Results

Alternative Measurement Models

Table 1 displays the goodness-of-fit indices of the models estimated in this study. The first-order CFA (Model 1, also see Supplementary Table S1 in the online version of the journal) provided a higher degree of fit to the data (CFI = .926, TLI = .918, RMSEA = .039) than the corresponding H-CFA (Model 2: CFI = .917, TLI = .910, RMSEA = .041). In contrast, the fit of the B-CFA including (Model 3: CFI = .931, TLI = .920, RMSEA = .038) or excluding (Model 4: CFI = .927, TLI = .917, RMSEA = .039) a separate S-factor associated with the GSC items remained comparable to one another and mainly in line with the fit of the first-order CFA. However, all CFA-based models
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Model</th>
<th>( \chi^2 )</th>
<th>( df )</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>90% CI</th>
<th>Model Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CFA</strong></td>
<td>Model 1</td>
<td>1,800.437</td>
<td>395</td>
<td>.926</td>
<td>.918</td>
<td>.039</td>
<td>[.037, .041]</td>
<td>First-order CFA</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>1,967.574</td>
<td>400</td>
<td>.917</td>
<td>.910</td>
<td>.041</td>
<td>[.039, .043]</td>
<td>Higher-order CFA</td>
</tr>
<tr>
<td></td>
<td>Model 3</td>
<td>1,669.737</td>
<td>375</td>
<td>.931</td>
<td>.920</td>
<td>.038</td>
<td>[.036, .040]</td>
<td>Bifactor-CFA (including a GSC S-factor)</td>
</tr>
<tr>
<td></td>
<td>Model 4</td>
<td>1,758.148</td>
<td>381</td>
<td>.927</td>
<td>.917</td>
<td>.039</td>
<td>[.037, .041]</td>
<td>Bifactor-CFA (without a GSC S-factor)</td>
</tr>
<tr>
<td><strong>ESEM</strong></td>
<td>Model 5</td>
<td>1,169.909</td>
<td>295</td>
<td>.954</td>
<td>.932</td>
<td>.036</td>
<td>[.033, .038]</td>
<td>First-order ESEM</td>
</tr>
<tr>
<td></td>
<td>Model 6</td>
<td>1,178.464</td>
<td>300</td>
<td>.953</td>
<td>.932</td>
<td>.035</td>
<td>[.033, .037]</td>
<td>Higher-order ESEM</td>
</tr>
<tr>
<td></td>
<td>Model 7</td>
<td>717.301</td>
<td>270</td>
<td>.976</td>
<td>.962</td>
<td>.027</td>
<td>[.024, .029]</td>
<td>Bifactor-ESEM (including a GSC S-factor)</td>
</tr>
<tr>
<td></td>
<td>Model 8</td>
<td>1,169.909</td>
<td>295</td>
<td>.954</td>
<td>.932</td>
<td>.036</td>
<td>[.033, .038]</td>
<td>Bifactor-ESEM (without a GSC S-factor)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( \chi^2 )</th>
<th>( df )</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>90% CI</th>
<th>( \Delta ) CFI</th>
<th>( \Delta ) TLI</th>
<th>( \Delta ) RMSEA</th>
<th>Model Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invariance across gender and grade levels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 9</td>
<td>1,793.138</td>
<td>1,080</td>
<td>.963</td>
<td>.941</td>
<td>.034</td>
<td>[.031, .036]</td>
<td></td>
<td></td>
<td></td>
<td>Configural invariance</td>
</tr>
<tr>
<td>Model 10</td>
<td>2,226.297</td>
<td>1,512</td>
<td>.963</td>
<td>.958</td>
<td>.028</td>
<td>[.026, .031]</td>
<td>.000</td>
<td>+.017</td>
<td>-.006</td>
<td>Weak invariance (loadings)</td>
</tr>
<tr>
<td>Model 11</td>
<td>2,433.833</td>
<td>1,584</td>
<td>.956</td>
<td>.952</td>
<td>.030</td>
<td>[.028, .033]</td>
<td>-.007</td>
<td>-.006</td>
<td>+.002</td>
<td>Strong invariance (loadings, intercepts)</td>
</tr>
<tr>
<td>Model 12</td>
<td>2,684.018</td>
<td>1,674</td>
<td>.948</td>
<td>.946</td>
<td>.032</td>
<td>[.030, .034]</td>
<td>-.008</td>
<td>-.006</td>
<td>+.002</td>
<td>Strict invariance (loadings, intercepts, uniq.)</td>
</tr>
<tr>
<td>Model 13</td>
<td>2,861.356</td>
<td>1,737</td>
<td>.942</td>
<td>.942</td>
<td>.033</td>
<td>[.031, .035]</td>
<td>-.006</td>
<td>-.004</td>
<td>+.001</td>
<td>Full invariance (loadings, intercepts, uniq., v/c)</td>
</tr>
<tr>
<td>Model 14</td>
<td>3,132.721</td>
<td>1,755</td>
<td>.929</td>
<td>.930</td>
<td>.037</td>
<td>[.034, .039]</td>
<td>-.013</td>
<td>-.012</td>
<td>+.005</td>
<td>Latent mean invariance (loadings, intercepts, uniq., v/c, means)</td>
</tr>
</tbody>
</table>

*Note. ESEM models were conducted with target oblique rotation. All models were estimated with the MLR estimator. For all \( \chi^2 \) values, \( p < .01 \). CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = root mean square error of approximation; CI = RMSEA 90% confidence interval; \( \Delta \) = change in fit indices relative to the previous model in the invariance testing sequence; ESEM = exploratory structural equation models; CFA = confirmatory factor analysis; uniq. = uniqueesses; v/c = latent variances and covariances; GSC = global self-concept.*
presented a lower level of fit to the data than the corresponding ESEM models. The first-order ESEM (Model 5) provided a better fit to the data (CFI = .954, TLI = .932, RMSEA = .036) than the first-order CFA. The results from this model (Supplementary Table S2 in the online version of the journal) demonstrated the presence of construct-relevant psychometric multidimensionality related to the items’ associations with multiple substantively related self-concept constructs assessed within the SPPC. For example, items pertaining to the GSC subscale showed substantial cross-loadings on the physical appearance factor (\( \lambda = .102 \) to .279; \( M = .174 \)), while items designed to measure physical appearance displayed high cross-loadings on the GSC factor (\( \lambda = .025 \) to .368; \( M = .167 \)). Although less pronounced, cross-loadings were also present between the other SPPC subscales (|\( \lambda | \) = .002 to .203; \( M = .062 \)) and remained of a magnitude sufficient to induce biases if constrained to be zero (e.g., Asparouhov et al., 2015; Marsh et al., 2013). The adequacy of considering cross-loadings is further corroborated by the observation of lower factor correlations (Supplementary Table S3 in the online version of the journal) resulting from the first-order ESEM (for correlations involving the GSC factor: \( r = .328 \) to .564; \( M = .413 \); for other correlations: \( r = .313 \) to .451; \( M = .378 \)) compared to the first-order CFA (for correlations involving the GSC factor: \( r = .438 \) to .837; \( M = .592 \); for other correlations: \( r = .356 \) to .507; \( M = .436 \)). These results support the superiority of an ESEM, relative to CFA, representation of SPPC responses and confirm the presence of construct-relevant psychometric multidimensionality due to the measure of conceptually related constructs.

The most pronounced cross-loadings involved the GSC factor, which also presented the lowest factor loadings (\( \lambda = .309 \) to .594; \( M = .433 \)) and the highest correlations with the other factors. This finding suggests the presence of construct-relevant psychometric multidimensionality due to the hierarchical nature of the self-concept construct assessed by the SPPC. We thus contrasted the first-order ESEM (Model 5) with the H-ESEM (Model 6) and B-ESEM (Models 7 and 8). In contrast to the H-ESEM (CFI = .953, TLI = .932, RMSEA = .035) and the B-ESEM without a GSC S-factor (CFI = .954, TLI = .932, RMSEA = .036), which fit the data as well as the first-order ESEM, the B-ESEM including a GSC S-factor (CFI = .976, TLI = .962, RMSEA = .027) demonstrated the best fit of all models and showed a substantial improvement in fit compared to the alternative ESEM models (\( \Delta \)CFI > .020; \( \Delta \)TLI > .030). This model (Model 7) was thus retained as the final model and serves as the basis for the tests of invariance across gender and grade level reported below.

The results of this model (Model 7) are reported in Table 2. In this model, the G-factor is well defined by substantial loadings (\( \lambda = .200 \) to .716; \( M = .464 \)). The integration of a G-factor had few effects on the definition of the S-factors representing the domain-specific SPPC scales (scholastic competence, peer acceptance, athletic competence, and physical appearance), which all remained well defined through high main factor loadings.
Furthermore, the inclusion of the G-factor resulted in a substantial decrease in the magnitude of the most elevated cross-loadings identified in the S-factors all assess relevant specificity over and above the G-factor.

<table>
<thead>
<tr>
<th>Item</th>
<th>G-Factor</th>
<th>GSC</th>
<th>Scholastic Competence</th>
<th>Peer Acceptance</th>
<th>Physical Appearance</th>
<th>Athletic Competence</th>
<th>Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.607**</td>
<td>.253**</td>
<td>.052</td>
<td>.070**</td>
<td>.062*</td>
<td>-.028</td>
<td>.555**</td>
</tr>
<tr>
<td>10</td>
<td>.477**</td>
<td>.392**</td>
<td>.079**</td>
<td>.082**</td>
<td>.036</td>
<td>-.017</td>
<td>.604**</td>
</tr>
<tr>
<td>15</td>
<td>.716**</td>
<td>.209**</td>
<td>-.018</td>
<td>-.079**</td>
<td>.004</td>
<td>-.064*</td>
<td>.433**</td>
</tr>
<tr>
<td>20</td>
<td>.605**</td>
<td>.227**</td>
<td>.001</td>
<td>-.014</td>
<td>.065*</td>
<td>-.057*</td>
<td>.575**</td>
</tr>
<tr>
<td>25</td>
<td>.712**</td>
<td>.219**</td>
<td>-.063**</td>
<td>-.067**</td>
<td>.105**</td>
<td>-.057**</td>
<td>.423**</td>
</tr>
<tr>
<td>30</td>
<td>.510**</td>
<td>.375**</td>
<td>.131**</td>
<td>.003</td>
<td>.003</td>
<td>-.007</td>
<td>.582**</td>
</tr>
<tr>
<td>1</td>
<td>.371**</td>
<td>-.004</td>
<td>.414**</td>
<td>-.067**</td>
<td>-.042</td>
<td>.038</td>
<td>.683**</td>
</tr>
<tr>
<td>6</td>
<td>.450**</td>
<td>-.032</td>
<td>.471**</td>
<td>-.056**</td>
<td>-.102**</td>
<td>-.023</td>
<td>.561**</td>
</tr>
<tr>
<td>11</td>
<td>.282**</td>
<td>.012</td>
<td>.545**</td>
<td>.116**</td>
<td>-.010</td>
<td>.057**</td>
<td>.607**</td>
</tr>
<tr>
<td>16</td>
<td>.325**</td>
<td>.086**</td>
<td>.505**</td>
<td>.060**</td>
<td>.042</td>
<td>.047**</td>
<td>.625**</td>
</tr>
<tr>
<td>21</td>
<td>.401**</td>
<td>-.063*</td>
<td>.568**</td>
<td>-.032</td>
<td>-.092**</td>
<td>-.050*</td>
<td>.501**</td>
</tr>
<tr>
<td>26</td>
<td>.341**</td>
<td>.131**</td>
<td>.602**</td>
<td>.088**</td>
<td>.060**</td>
<td>.041**</td>
<td>.491**</td>
</tr>
<tr>
<td>2</td>
<td>.364**</td>
<td>-.009</td>
<td>.018</td>
<td>.527**</td>
<td>.016</td>
<td>.073**</td>
<td>.584**</td>
</tr>
<tr>
<td>7</td>
<td>.451**</td>
<td>-.095**</td>
<td>-.018</td>
<td>.586**</td>
<td>-.150**</td>
<td>.063**</td>
<td>.417**</td>
</tr>
<tr>
<td>12</td>
<td>.364**</td>
<td>.099**</td>
<td>.064**</td>
<td>.608**</td>
<td>.100**</td>
<td>.061**</td>
<td>.471**</td>
</tr>
<tr>
<td>17</td>
<td>.363**</td>
<td>.021</td>
<td>-.036</td>
<td>.375**</td>
<td>-.161**</td>
<td>.095**</td>
<td>.691**</td>
</tr>
<tr>
<td>22</td>
<td>.401**</td>
<td>.089**</td>
<td>.055**</td>
<td>.525**</td>
<td>.065*</td>
<td>.022</td>
<td>.548**</td>
</tr>
<tr>
<td>27</td>
<td>.507**</td>
<td>-.103**</td>
<td>.042**</td>
<td>.467**</td>
<td>-.093**</td>
<td>.045**</td>
<td>.502**</td>
</tr>
<tr>
<td>3</td>
<td>.407**</td>
<td>-.133**</td>
<td>-.038*</td>
<td>.072**</td>
<td>-.060**</td>
<td>.662**</td>
<td>.369**</td>
</tr>
<tr>
<td>8</td>
<td>.342**</td>
<td>.078**</td>
<td>.007</td>
<td>.131**</td>
<td>.144**</td>
<td>.546**</td>
<td>.541**</td>
</tr>
<tr>
<td>13</td>
<td>.443**</td>
<td>-.070**</td>
<td>.014</td>
<td>.038</td>
<td>-.094**</td>
<td>.588**</td>
<td>.442**</td>
</tr>
<tr>
<td>18</td>
<td>.382**</td>
<td>-.139**</td>
<td>-.011</td>
<td>.012</td>
<td>-.066**</td>
<td>.565**</td>
<td>.510**</td>
</tr>
<tr>
<td>23</td>
<td>.200**</td>
<td>.186**</td>
<td>.101**</td>
<td>.182**</td>
<td>.142**</td>
<td>.266**</td>
<td>.791**</td>
</tr>
<tr>
<td>28</td>
<td>.335**</td>
<td>.139**</td>
<td>.111**</td>
<td>.128**</td>
<td>.038</td>
<td>.437**</td>
<td>.647**</td>
</tr>
<tr>
<td>4</td>
<td>.688**</td>
<td>-.079**</td>
<td>-.115**</td>
<td>-.038</td>
<td>.182**</td>
<td>-.050**</td>
<td>.470**</td>
</tr>
<tr>
<td>9</td>
<td>.477**</td>
<td>-.087</td>
<td>.000</td>
<td>-.071**</td>
<td>.286**</td>
<td>.067**</td>
<td>.674**</td>
</tr>
<tr>
<td>14</td>
<td>.551**</td>
<td>.040</td>
<td>-.004</td>
<td>-.063**</td>
<td>.479**</td>
<td>.034</td>
<td>.459**</td>
</tr>
<tr>
<td>19</td>
<td>.634**</td>
<td>.056**</td>
<td>-.056**</td>
<td>-.012</td>
<td>.568**</td>
<td>-.022</td>
<td>.269**</td>
</tr>
<tr>
<td>24</td>
<td>.513**</td>
<td>.189**</td>
<td>.005</td>
<td>-.009</td>
<td>.353**</td>
<td>-.031</td>
<td>.576**</td>
</tr>
<tr>
<td>29</td>
<td>.703**</td>
<td>-.066*</td>
<td>-.091**</td>
<td>-.017</td>
<td>.138**</td>
<td>-.012</td>
<td>.473**</td>
</tr>
</tbody>
</table>

Note. ESEM = exploratory structural equation model; S-factor = specific factor; G-factor = global factor; GSC = global self-concept. Bold items represent target loadings.

*p < .05. **p < .01.

(λ = .138 to .662; M = .469) and reasonably low cross-loadings (λ = -.161 to .189; M = .010). This observation confirms that these domain-specific S-factors all assess relevant specificity over and above the G-factor. Furthermore, the inclusion of the G-factor resulted in a substantial decrease in the magnitude of the most elevated cross-loadings identified in the
first-order ESEM (e.g., in the first-order ESEM, 6 of the cross-loadings were higher than \( \lambda = .200 \), and 28 were between \( \lambda = .100 \) and .200 while comparable figures are 0 and 20 in B-ESEM), confirming that at least a part of them include construct-relevant psychometric multidimensionality due to the hierarchical nature of the SPPC. Furthermore, in the retained B-ESEM solution (Model 7), the GSC S-factor became defined with less precision (main loadings: \( \lambda = .209 \) to .392; \( M = .279 \)) than in the first-order ESEM (main loadings: \( \lambda = .309 \) to .594; \( M = .433 \)), indicating that a substantial part of the GSC items’ variability is related to the G-factor. However, the loadings of the GSC items on the GSC S-factor remain significant and of a non-negligible magnitude, suggesting that at least some relevant variance remains specific to the GSC items and not explained by the overarching G-factor, explaining the superior fit of this model relative to the fit of alternative ESEM models. For comparison purposes, the results from the alternative B-ESEM excluding the GSC S-factor (Model 8) are reported in the Supplementary Table S4 in the online version of the journal. These additional results confirm that the inclusion of the GSC S-factor only had a minimal impact on the definition of the G-factor and of the remaining S-factors.

As a further test of the appropriateness of the retained B-ESEM solution (Model 7), we calculated omega (\( \omega \)) estimates of composite reliability (McDonald, 1970; Reise, 2012) for the G- and S-factors based on standardized model parameters. The reliability of the GSC S-factor remained marginal (\( \omega = .47 \)), consistent with the idea that a substantial part of the information included in the GSC items contributed to the definition of the G-factor but also with the idea that meaningful information remained in these items—possibly reflecting the self-concept domains not covered in the SPPC. Still, we note that although the reliability of this S-factor remains low, in the context of latent variable models corrected for measurement errors, scores on the latent factors can be considered to be perfectly reliable. Importantly, the composite reliability of the remaining S-factors proved to be adequate (scholastic competence: \( \omega = .74 \); peer acceptance: \( \omega = .75 \); physical appearance: \( \omega = .58 \); athletic competence: \( \omega = .74 \)) and that of the G-factor to be fully satisfactory (\( \omega = .92 \)).

It should be noted that SPPC Item 23 (“In games and sport some kids usually watch instead of play but other kids usually play rather than watch”), which in theory should be associated with the athletic competence subscale, systematically showed low factor loadings on its target factor (CFA: \( \lambda = .352 \); ESEM: \( \lambda = .198 \); B-ESEM Model 7: \( \lambda = .266 \); B-ESEM Model 8: \( \lambda = .206 \)), equivalent cross-loadings on non-target factors in ESEM (\( \lambda = -.156 \) to .172) and B-ESEM (Model 7: \( \lambda = .101 \) to .186; Model 8: \( \lambda = .109 \) to .172), and a similarly low factor loading on the G-factor in B-ESEM (Model 7: \( \lambda = .200 \); Model 8: \( \lambda = .234 \)). This item should be targeted for reexamination in future studies.
Measurement Invariance and Latent Mean Differences Across Grade Level and Gender

The measurement invariance of the final B-ESEM Model 7 was tested across groups formed on the basis of students’ gender and grade level (elementary school boys, elementary school girls, secondary school boys, and secondary school girls) to investigate potential interactive effects of grade level and gender (Models 9 to 14). Tests of measurement invariance across a single grouping variable are reported in Supplementary Table S9 in the online version of the journal.

We started with a model of configural invariance (Model 9) that assumes an invariant factor pattern (i.e., the same number of factors and the same pattern of main loadings and cross-loadings specified for the target rotation procedure) across subgroups. This model presented a satisfactory level of fit to the data (CFI = .963, TLI = .941, RMSEA = .034). We then successively constrained the factor loadings (Model 10), item intercepts (Model 11), and item uniquenesses (Model 12) to be equal across subgroups. These models never showed a decrement in fit exceeding the recommended guidelines, thus supporting the strict measurement invariance of the SPPC across gender and grade level. The results also supported the full invariance of the latent variances and covariances (Model 13). Finally, the results from Model 14 clearly demonstrated latent mean differences ($\Delta$CFI = –.013; $\Delta$TLI = –.012). To explore these differences, we relied on Model 13, where all factor variances were fixed to be 1, allowing for mean differences to be expressed in $SD$ units.

When latent mean differences are examined using elementary school boys as the referent group: (a) Secondary school boys had significantly lower mean levels on the G-factor (–.226, $p < .01$) and on the S-factor for scholastic competence (–.211, $p < .05$) but higher levels on the S-factor for peer acceptance (.265, $p < .01$), (b) elementary school girls had lower mean levels on the G-factor (–.284, $p < .01$) and the S-factor for athletic competence (–.359, $p < .01$) but higher levels on the S-factors relating to physical appearance (.224, $p < .05$) and GSC (.299, $p < .05$), and (c) secondary school girls displayed lower mean levels on the G-factor (–.643, $p < .01$) and on the S-factor for athletic competence (–.421, $p < .01$) while showing higher mean levels for the S-factors addressing peer acceptance (.662, $p < .01$) and GSC (.380, $p < .01$). When latent mean differences are examined using elementary school girls as the referent group: (a) Secondary school girls had lower mean levels on the G-factor (–.359, $p < .01$) as well as lower mean levels on the S-factors for scholastic competence (–.215, $p < .01$) and physical appearance (–.363, $p < .01$) but higher mean levels on the S-factor for peer acceptance (.507, $p < .01$), and (b) secondary school boys displayed higher mean levels on the S-factor for athletic competence (.325, $p < .01$) but lower mean levels on the S-factors for scholastic competence (–.281, $p < .01$), physical appearance (–.244, $p < .01$), and GSC (–.305, $p < .01$). Finally, when latent means differences
are examined using secondary school boys as the referent group, secondary school girls had lower mean levels on the G-factor (−.418, *p* < .01) and the athletic competence S-factor (−.387, *p* < .01) while displaying higher mean levels on the peer acceptance S-factor (.397, *p* < .01) and GSC (.385, *p* < .01).

**Discussion**

We investigated two sources of construct-relevant psychometric multidimensionality in answers provided to the German SPPC, related to the assessment of conceptually related and hierarchically ordered constructs. To do so, we relied on a psychometric framework involving the comparison of first-order, hierarchical, and bifactor CFA and ESEM models. The results supported the superiority of a bifactor-ESEM representation of answers provided to the SPPC. This finding suggests that both sources of construct-relevant psychometric multidimensionality are present in answers to the SPPC.

First, the superiority of ESEM over ICM-CFA suggests that cross-loadings are needed to reflect the fact that the SPPC assesses conceptually related constructs. The observation of multiple cross-loadings remaining within an acceptably low level (i.e., most of them below .200) corresponds to the findings from previous EFA investigations of the SPPC (Chan, 2002; Miller, 2000; Stewart et al., 2010). The strongest cross-loadings emerged between GSC and physical appearance, in line with previous research (Frost & McKelvie, 2004; Harter, 1999; Morin & Maïano, 2011). The observation of reduced factor correlations when using ESEM relative to CFA also supports the superiority of ESEM. These findings attest to the presence of construct-relevant multidimensionality related to the fact that SPPC items tend to present associations with more than one conceptually related construct.

Second, the superiority of a bifactor-ESEM over a first-order ESEM representation supports the presence of construct-relevant multidimensionality due to the hierarchical nature of multidimensional self-conceptions. This conclusion was supported by a variety of results. First, the finding of multiple, relatively small, but significant cross-loadings between items and multiple factors in the first-order ESEM solution supported the idea that a bifactor representation could be useful by suggesting that all items might reflect a global overarching construct. Second, the observation that the most pronounced cross-loadings involved the GSC items also supports this interpretation. Third, cross-loadings were generally reduced in B-ESEM, suggesting that the inclusion of a global factor was efficient at reducing ESEM cross-loadings. Finally, the bifactor-ESEM solution demonstrated that items from all specific self-concept scales (including the specific GSC scale) contributed to the definition of both a G-factor as well as domain-specific S-factors, suggesting that the inclusion of a global factor did not detract from the proper measurement of the specific constructs.

Prior CFA research on the factor structure of the SPPC and other SPP-based instruments has led to some surprising results (e.g., high factor
correlations; Boivin et al., 1992; Cole et al., 2001; Maïano et al., 2008; Stewart et al., 2010) that have often been attributed to its structured alternative response format (Eiser et al., 1995; Marsh et al., 1994; Wichstrøm, 1995; Wylie, 1989). The present study shows that this might not be the case. Rather, our results add to accumulating research evidence showing the need to rely on measurement models providing a proper representation of the construct-relevant psychometric multidimensionality present in self-concept measures and related to the assessment of conceptually related (Arens & Morin, 2016; Morin & Maïano, 2011) and hierarchically ordered (Brunner et al., 2008, 2009, 2010; Morin, Arens, et al., 2016) constructs. Still, it must be kept in mind that irrespective of the fact that the current results support the psychometric properties of the original SPPC response scale, it does not offset criticisms in regards to the fact that this structured alternative response scale remains more time consuming and complex than alternatives, which may affect compliance and missing responses (e.g., Eiser et al., 1995; Marsh & McDonald Holmes, 1990).

As noted in the introduction, including a S-factor based on the GSC items directly tests whether these items retain any meaningful specificity over and above the content already covered in the other SPPC items. The findings of the present study support the idea that GSC items present some form of specificity over and above the shared content of all SPPC items reflected in the G-factor. First, our main conclusions remained unchanged when the GSC S-factor was taken out of the model. Yet, the superior fit of the model including the GSC S-factor and the substantial level of specificity associated with the GSC items over and above their association with the G-factor support the need to maintain the GSC S-factor in the model. Second, gender-related latent mean level differences show an opposite pattern of differences on the G-factor (with boys presenting higher levels than girls) versus the GSC S-factor (with girls presenting higher levels than boys). Although this finding seems to lend credence to the idea that GSC may reflect a distinct domain of self-conceptions, alternative interpretations appear more plausible. For instance, results from previous studies typically show that boys tend to present higher levels of global self-concepts than girls (e.g., Kling et al., 1999; Marsh, 1989; Wigfield et al., 1991), suggesting that the G-factor (on which boys present higher levels), rather than the GSC S-factor (on which girls present a higher level), provides a more exact representation of global self-conceptions. The GSC S-factor may be more properly considered as a reflection of the multiple self-concept areas (e.g., math and verbal, parental, spiritual, or artistic) that are excluded from the SPPC (Byrne & Shavelson, 1996; Marsh, 2007; Shavelson et al., 1976; Vispoel, 1995; for a similar interpretation in relation to the SDQ I, see Morin, Arens, et al., 2016). Indeed, girls are known to present higher levels on some of these excluded self-concept facets relative to boys (e.g., Eccles et al., 1989; Marsh, 1989; Wigfield et al., 1991). Thus, the SPPC does not seem to
cover the major facets of students' self-concept exhaustively but rather leaves out important facets. With respect to the academic component of self-concept, the SPPC only addresses a global academic self-concept (scholastic competence), neglecting the consistently demonstrated separation of math and verbal self-concepts (Möller, Pohlmann, Köller, & Marsh, 2009). With respect to the nonacademic self-concept, it does not consider social self-concepts in relation to parents and fails to take emotional self-concept facets into account (Byrne & Shavelson, 1996; Shavelson et al., 1976). Hence, an interesting perspective for future research would be to replicate the current finding using the SPPA (Harter, 1988) and the ASPP (Messer & Harter, 1986) as these instruments cover a broader range of self-concept facets than the SPPC.

In addition to aiming to replicate the present results regarding the internal factor structure of SPP-based instruments, it would also be important for future research to examine potentially differential relations to outcome criteria in order to get further insight into the meaning of the GSC S-factor relative to the G-factor (Byrne, 1996). In this regard, it is important to keep in mind that bifactor models are essentially designed to represent theoretically meaningful G- and S-factors estimated from the same set of items whenever there are reasons to expect construct-relevant multidimensionality due to the presence of hierarchically ordered constructs. As such, it is part of the inherent theoretical logic of bifactor models that all factors need to be incorporated in predictive models. In contrast, alternative models are available whenever there is a need to control for theoretically meaningless, or construct-irrelevant, sources of multidimensionality in a measure, such as models incorporating correlated method factors (Eid, 2000) or models incorporating a global factor aiming to control for shared responses tendencies in the estimation of meaningful correlated factors (Podsakoff, MacKenzie, & Podsakoff, 2003).

Our results supported the strict measurement invariance of the bifactor-ESEM model as well as the invariance of the latent variances and covariances across subgroups formed on the basis of gender and grade level, supporting the applicability of the SPPC to male and female elementary and secondary school German students. With respect to latent mean differences, our results replicated previous studies in demonstrating higher levels of athletic competence and lower levels of peer acceptance among boys relative to girls (Kling et al., 1999; Marsh, 1989; Wigfield et al., 1991). Our findings further revealed lower levels of GSC, scholastic competence, and physical appearance and a higher level of peer acceptance in secondary school students relative to elementary school students (Cantin & Boivin, 2004; Eccles et al., 1989; Wigfield et al., 1991).

Regarding the G-factor, our results showed both a main effect of grade level (with lower levels in secondary school students) and a main effect of gender (with girls presenting lower levels). The finding of a lower level of scholastic competence self-concept in secondary school, relative to elementary school, of a similar magnitude for boys and girls replicated previous findings (e.g., Cole et al., 2001; Jacobs et al., 2002), suggesting that
differences in learning environments between elementary and secondary schools may account for this difference (e.g., Eccles et al., 1993). Both boys and girls displayed higher levels of peer acceptance self-concept in secondary relative to elementary school, countering previous findings of lower levels of peer-related self-concepts in secondary school students (Cantin & Boivin, 2004; Wigfield et al., 1991). Additionally, our results also showed an interactive effect of gender and grade in relation to physical appearance self-concept. Although girls’ level of physical appearance self-concept was significantly higher than boys’ in elementary schools, their level was equivalent to boys’ in secondary schools. This finding replicates results from previous research (e.g., Eisenberg et al., 2006; Frisén et al., 2015; Lunde et al., 2007; Marsh, 1989; Morin et al., 2011) and might be explained by girls’ increasing sensitivity to physical appearance when they get older.

Conclusion and Directions for Future Research

Prior research on the SPPC and other SPP-based measures of students’ multidimensional self-concept has raised a series of important questions regarding the psychometric properties of these instruments, revealing elevated cross-loadings and high factor correlations, as well as regarding the most appropriate way to represent the GSC subscale. The present study provided new insights into the SPPC factor structure, supporting the need to rely on a bifactor-ESEM representation. This representation allowed for a proper representation of the various sources of construct-relevant psychometric multidimensionality present in the SPPC due to the assessment of conceptually related and hierarchically ordered constructs. This study also shows mean level differences in self-concept facets between elementary and secondary school boys and girls. These insights should be extended in future longitudinal studies that would provide a more adequate approach to study changes in self-concept occurring as a function of grade level. Given that this study only considers the German version of the SPPC administered to German students attending Grades 3 to 6, it would be interesting for future research to systematically explore whether similar findings emerge with populations from other educational systems and cultures. The psychometric framework presented here has a wide applicability for the investigation of the internal structure of many multidimensional instruments and could thus advantageously be incorporated in future psychometric research.

Notes

The two authors (A.K.A. and A.J.S.M.) contributed equally to this article, and their order was determined at random: Both should thus be considered first authors. This paper was made possible in part by grants from the Australian Research Council awarded to the second author (DP130102713; DP140101559).
1A Schmid-Leiman (Schmid & Leiman, 1957) transformation procedure (SLP) can be applied to convert a hierarchical factor model into a bifactor approximation (see Gignac, 2007; Reise, 2012). Although this suggests similarities between higher-order and bifactor models, the SLP shows that hierarchical factor models implicitly rely on more stringent assumptions (Chen, West, & Sousa, 2006; Reise, 2012). When a SLP is applied to a hierarchical model, the relation between an item and the global factor (G-factor) from the resulting bifactor approximation is represented as the indirect effect of the higher-order factor on the item, as “mediated” by the first-order factor. More precisely, each item's first-order factor loading is multiplied by the loading of this first-order factor on the second-order factor, which yields the loadings of this item on the SLP-estimated G-factor. The second term in this multiplication is thus a constant as far as the items associated with a single first-order factor are concerned. Relations between the items and the SLP-estimated specific factors (S-factors) are similarly reflected by the product of their loadings on their first-order factor by the squared root of the disturbance of this first-order factor (corresponding to the regression path associated with the unique part, or disturbance, of the first-order factor). This second term is also a constant and reflects the unique part of the first-order factor that remains unexplained by the higher-order factor. In other words, each item’s association with the SLP G-factor and S-factors are obtained by multiplying their first-order loadings by constants, resulting in a ratio of G-factor loadings to S-factors loadings that will be exactly the same for all items associated with the same first-order dimension. These constraints are one of the reasons why true bifactor models tend to provide a much better fit to the data than hierarchical models (Chen et al., 2006; Reise, 2012). Jennrich and Bentler (2011) showed that while bifactor models were able to properly recover true higher-order factor structures, higher-order factor models could not always properly recover true bifactor structures. Bifactor models should thus be preferred over higher-order models unless strong theoretical reasons are present to support the need to model the relations between the indicators and the global factors as indirect and the presence of the implicit proportionality constraints (for a more extensive discussion of these issues, see Gignac, 2016).

Construct-irrelevant psychometric multidimensionality may also be present (informants, wording, etc.) and controlled with correlated uniquenesses/method factors (Marsh, Scalas, & Nagengast, 2010).

We also estimated models excluding the global self-concept (GSC) items. Results from these models are reported in Supplementary Tables S5 to S8 in the online version of the journal. These results remain in line with the results reported here.
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